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§1

Of all the cases made against classical logic, Michael Dummett’s is
the most deeply considered. Issuing from a systematic and original
conception of the discipline, it constitutes one of the most distinctive
achievements of twentieth century British philosophy. Although
Dummett builds on the work of Brouwer and Heyting, he provides
the case against classical logic with a new, explicit and general foun-
dation in the philosophy of language. Dummett’s central arguments,
widely celebrated if not widely endorsed, concern the implications
of the relation between meaning and use for both the inference rules
that govern logical connectives and the relation between truth and its
recognition. It is less often noted that Dummett has a further argu-
ment against classical logic, one based on the semantic and set-
theoretic paradoxes. That is the topic of this paper.
Dummett writes:

The paradoxes — both the set-theoretic and the semantic paradoxes —re-
sult from our possessing indefinitely extensible concepts {...]. An in-
definitely extensible concept is one for which, together with some
determinate range or ranges of objects falling under it, we are given an
intuitive principle whereby, if we have a sufficiently definite grasp of
any one such range of objects, we can form, in terms of it, a conception
of a more inclusive such range. [...] By the nature of the case, we can
form no clear conception of the extension of an indefinitely extensible
concept; any attempt to do so is liable to lead us into contradiction. !

* Thanks to Michael Glanzberg and participants at the 1997 Stirling confer-
ence on the philosophy of Michael Dummett for helpful comments.

1. Dummett (1993): 454, See also Dummett (1963) and (1991): 316-319,
which attributes the idea to Russell.
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This account surely reflects something in our experience of the para-
doxes. Dummett goes on to argue that the logic of a language in
which we can express indefinitely extensible concepts will be non-
classical, because not all statements expressible in it will be determi-
nately true or false; bivalence and excluded middie fail. He proposes
intuitionistic logic for such languages.?

I will suggest that although the paradoxes do involve something
like indefinite extensibility, it poses no threat to classical logic or
two-valued semantics. Like Dummett, I will discuss philosophical
motivation rather than technical detail.

From a purely technical perspective, intuitionistic logic presents
no obvious advantage. In the simplest paradoxes, a plausible general
principle turns out to have a substitution instance ofthe form P = ~P,
which is inconsistent in both intuitionistic and classical logic.
Adopting intuitionistic logic would not enable us to retain the plau-
sible general principle while blocking the inference to a contradic-
tion. Rather, Dummett’s idea must be that a proper understandin gof
indefinite extensibility forces us to reject the philosophical picture
that lends plausibility both to the general principle and to classical
logic and two-valued semantics.

§2

Discussions of indefinite extensibility by Dummett and others have
usually concentrated on the philosophy of mathematics. I will con-
centrate on the semantic paradoxes. Dummett applies his idea to
them by classifying the concept of a statement as indefinitely exten-
sible.” Presumably, it is so because, given a ‘sufficiently definite
grasp’ of arange R of statements, we can make a statement not itself
in R about the statements in R. Perhaps we could retain classical
logic and avoid the semantic paradoxes by using implicit indices to
restrict the application of each occurrence of “true’ to a definite
range of statements. But Dummett allows that we can also make un-
restricted true generalizations about all objects falling under an in-

2. Dummett (1993): 455; (1963); (1991): 319,
3. Dummett (1993): 454.
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definitely extensible concept.* For example, we might make the un-
restricted true generalization that no statement is both true and false.
On Dummett’s view, it is for unrestricted uses that classical logic
fails. By contrast, intuitionistic logic is supposed to be unproblem-
atic for them. Of course, thé semantic paradoxes still arise for the un-
restricted uses within intuitionistic logic; exactly how one is sup-
posed to avoid them remains unclear.

The distinction between restricted and unrestricted uses of ‘true’
can be compared with Tyler Burge’s claim that there are

two uses of ‘true’ in natural language: indexical uses and schematic
uses. A predicate is indexical on an occasion of use if and only if ithasa
definite, fixed extension (or extensional application) on that occasion
that depends not only on the contextually appropriate conventional
meaning of the predicate, but further on the immediate context of its
use. A predicate is schematic on an occasion of use if and only ifit lacks
a definite extension on that occasion, but through its conventional use
on that occasion provides general systematic constraints on the exten-
sion(s) of the same predicate (or importantly related ones) on other oc-
casions of use.’

Burge diagnoses the semantic paradoxes as illicitly exploiting shifts
of context. He postulates a system of levels; for each level i,thereisa
set of true; sentences and a set of pathological, sentences, and the
Tarskian disquotational T-schema holds with respect to ‘true’ for all
non-pathological, sentences. When ‘true’ is indexical, its level is de-
termined contextually; as Kripke emphasized, the level cannot be
determined just by the sentence-type in which ‘true’ occurs. To vali-
date individual steps in the paradoxical derivations, one must assi gn
different levels to different occurrences of ‘true’, and the contradic-
tions vanish. The schematic ‘true’ is used to formulate general prin-
ciples about the indexical ‘true’ To read ‘true’ in a paradox sche-
matically would be to formulate a paradox-schema, each instance of
which could be solved as before.

4. Dummett (1993): 455. Of course, other features of the statements in a defi-
nite range might require intuitionistic logic, on Dummett’s view.

5. Postscript to Burge (1979) at Martin (1984): 116. What follows extrapo-
lates significantly from Burge’s account, See Parsons (1974) for a related ap-
proach.

Dawnloaded from Brill.com01/10/2020 08:37:25PM
via Universily of Oxford



How does the schematic ‘true’ compare with an indefinitely ex-
tensible concept of truth, and the indexical ‘true’ with restrictions of
that concept? “True’ is indexical in its tacitly restricted uses, because
the envisaged restrictions are to definite, fixed extensions which de-
pend on the immediate context of use. Could “true’ be schematic in
Burge’s sense when it is used unrestrictedly in the way Dummett re-
gards as legitimate to formulate generalizations such as ‘No state-
ment is both true and false’? Using ‘true’ schematically involves re-
flection on other occasions when it is used indexically; the latter
uses are conceptually more primitive. For Burge, ‘true’ is indexical
when used naively. By contrast, Dummett does not imply that naive
uses are restricted to definite extensions; such restrictions are intro-
duced later, after reflection on the paradoxes, to preserve consis-
tency.

When using ‘true’ schematically, one lays down a schema; its in-
stances come from interpreting ‘true’ indexically and assi gning it
levels. A schema commits one to each of its instances. Thus the
schematic ‘s is true’ is valid just in case s is true; and true, and ... (the
dots are essential). By contrast, if ‘true’ can be restricted to F-
statements or G-statements or ..., the unrestricted ‘s is true’ is valid
just in case s is either a true F-statement or a true G-statement or
(the dots are again essential). Roughly: a schematic predication of
‘true’ behaves like a conjunction of indexical predications, an unre-
stricted predication of ‘true’ like a disjunction of restricted predica-
tions. The difference disappears in negative occurrences: the sche-
matic ‘s is not true’ is valid just in case s is neither true, nor true; nor
...; the unrestricted ‘s is not true’ is valid just in case s is neither a
true F-statement nor a true G-statement nor .... (‘true’ occurs nega-
tively in ‘No statement is both true and false’ and when ‘s is true’ is
the antecedent of a conditional).

When s is true; but not true;, neither the schematic ‘s is true’ nor
the schematic ‘s is not true’ is valid. But this is not a genuine failure
of bivalence. It resembles the fact that neither ‘» is prime’ nor ‘n is
not prime’ is a valid generalization about natural numbers. The im-
plicit generality of a schema means that its apparent negation is not
its real negation. On Burge’s view, classical logic holds for lan-
guages in which ‘true’ is indexical. Since ‘true’ is indexical in all in-
stances of a schema, the latter, if a classical theorem, remains valid.
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Thus the schematic ‘s is true or s is not true’ is valid {compare super-
valuationist semantics). By contrast, ‘s is true or s is not true’ is not
universally valid on Dummett’s account when ‘true’ is unrestricted.

For Dummett, any attempt to form a definite conception of the ex-
tension of an indefinitely extensible concept is defeated by an intui-
tive principle that allows us to form a more inclusive conception.
For Burge, the appearance of such an intuitive principle masks a
context-shifting device that transforms a context in which the in-
dexical ‘true’ has one definite extension into another context in
which it has a more inclusive but stil} definite extension. Dummett
does say of a concept he regards as indefinitely extensible:

Better than describing [it] as having a hazy extension is to describe it as
having an increasing sequence of extensions; what is hazy is the length
of the sequence, which vanishes in the indiscernible distance.$
But he does not say that in each context of use the concept has ex-
actly one of these extensions. Doing so would violate his account of
the extension-enlarging intuitive principle and undermine his case
against classical logic for indefinitely extensible concepts.

That the semantic paradoxes involve context-shifting has some
plausibility, as Burge shows. Consider a simple formal version of
the Liar. Let ‘L1’ name the sentence ~True(L1) (‘L1 is not true’),
S0:

(1) L1=‘~TrueLl)
The Tarskian disquotational equivalence for ‘~True(L1)’ is:
(2) True(‘~True(L1)’) = ~True(L.1)

Using (1), we substitute its lefi-hand side for its right-hand side in
(2):

(3) True(L1)=~True(l.1)

(3) is logically inconsistent.
6. Dummett (1991): 316-317. The concept is that of ordinal number.
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When we reflect on the paradox, it seems right to assert ‘What-
ever the semantic status of L1, it cannot be true, given this paradox’,
and therefore ‘L1 is not true’, i.e, L1. But in originally propounding
the paradox, it was not right to assert L1, because it was paradoxical.
Indexicality in ‘true’ would explain L.1’s change in assertibility.

Context-shifting is particularly vivid in a variant of Knig and
Berry’s paradoxes. Only finitely many natural numbers will ever be
named by me. Thus some natural numbers will never be named by
me. By the least number principle, there is the least natural number I
shall never name; name it ‘Minimus’. [ have just named Minimus;
contradiction. This is no a priori proof that I shall eventually name
all natural numbers. Rather, reflection on an initial use of ‘name’
seems to yield a more inclusive use of the term, and a correspond-
ingly higher value of “Minimus’, a process which can be iterated in-
definitely. A semantic account of ‘name’ and ‘Minimus’ should not
ignore such contextual effects.

Why, therefore, attribute indefinite extensibility rather than in-
dexicality to semantic terms? Couldn’t we explain the phenomena
like Burge, and retain classical logic? Unfortunately, there appear to
be indexicality-free semantic paradoxes with which Burge’s ac-
count cannot cope.

§3

Burge replies to the objection that a Strengthened Liar Paradox in-
fects his approach:

one might suggest a sentence like (a), ‘(a} is not true at any level’. But
this is not an English reading of any sentence in our formalization. Our
theory is atheory of ‘true’, not ‘true ata level’. From our viewpoint, the
latter phrase represents a misguided attempt to quantify out the indexi-
cal character of ‘true’; it has some of the incongruity of ‘here at some
place’ No relativization will “deindexicalize” ‘true’.?

This is unsatisfying. To try to deindexicalize *here’ by saying ‘here
at some place’ is indeed confused, but English has a perfectly good
word for what it is an attempt to say: ‘somewhere’ Quantification

7. Burge (1979) at Martin (1984): 108.
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over levels certainly appears to make sense; if it does, we can give
Burge’s sentence (a) a paradoxical reading, even if that is not the
reading it receives in current English, and we must confront that
paradox. If that reading is non-indexical, as it apparently is, the
Strengthened Liar requires a different solution, which suggests that
Burge’s diagnosis does not go deep enough. Burge contests these
appearances. In his meta-language, the subscript in ‘true,” is not a
variable of quantification but a schematic letter; if we say that every
instance of a schema is true, that use of ‘true’ is itself either indexical
or schematic over indexical uses, and a version of Burge’s original
diagnosis applies.?

We can consider the problem within a rigorous framework for
treating indexicality, provided by David Kaplan. On Kaplan’s ac-
count:

If ¢ is a context, then an occurrence of [a sentence] ¢ in c is true iff the
content [proposition] expressed by ¢ in this context is true when evalu-
ated with respect to the circumstances of the context.?

An appropriate level for ‘true’ would constitute one aspect of the
context. For Kaplan, the contextual variable ‘¢’ is open to quantifi-
cation; he quantifies on it in defining logical truth as truth in every
context (this is not Burge’s meta-meta-linguistic quantification over
the instances ofa schema).'” How else could we generalize about in-
dexicality? We can therefore construct a paradox about logical truth.

Let True(s,c) say that the sentence s is true as uttered (with its
present meaning) in the context c¢. Let ‘L2’ name the sentence
Ve~True(L2,¢) (‘1.2 is true in no context’), so:

(1*) L2 = “Ve~True(L2,c)’

Let ¢, be a context. We cannot generally assert homophonic Tar-
skian disquotational equivalences for truth in ¢o; unless ¢, is the very
context of our theorizing, an indexical sentence may express a dif-
ferent content in ¢, from the one it expresses in the context of our
theorizing, so the two sides of the biconditional may differ in truth-

8. Postscript to Burge (1979) at Martin (1984): 116.
9. Kaplan {1989): 522.
10. Kaplan (1989): 539; note also the definition of *valid’ at 547.
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value. Thus I do not assert: ‘I live in Edinburgh’ is true as uttered by
youifand only if1live in Edinburgh. However, let us assume that L2
expresses the same content in every context, as it appears to do.
Then we have the homophonic equivalence:

(2*) True(‘*Ve~True(L2,c)’,co) = Ve~True(L2,¢)

Using (1*), we substitute its left-hand side for its right-hand side in
(2%):

(3*) True(L2,cp) = Ve~True(L.2,c)

The left-to-right direction of (3*) and universal instantiation give:
(4*) True(L2,e0) o> ~True(L2,cp)

By propositional logic, (4*) gives:

(5*) ~True(L2,cq)

Since ¢, was an arbitrary context, we can generalize on (5*):

(6*) Ve~True(l.2,c)

We combine (6*) with the right-to-left direction of (3*):

(7*) True(L2,cq)

(5*) and (7*) are contradictories.

The contentious premise is (2*). It could fail if L2 expressed dif-
ferent contents in different contexts. Like Kaplan, we are not con-
cerned with what the sentence might express if its conventional lin-
guistic meaning were different; what matters is what the sentence
with its present meaning expresses with respect to various contexts,
InKaplan’s terminology, the question is whether the character of L.2
is a constant function, where the character of e maps each context to
the content that e (with its given meaning) expresses in that context.
It is hard to see where variation in the character of L2 could come
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from. The name ‘L2’ itself is not indexical; it names the same thing
with respect to each context.’' If we build enough into contexts, in-
cluding local standards for assigning levels to occurrences of se-
mantic terms, why should ‘true in ¢’ be indexical? Equally, why
should quantification over absolutely all contexts be impossible, or
irredeemably indexical?

We can discharge the premise (2*), and turn the argument into a
proofby reductio ad absurdum of (8*), with (1*) the only premise:

(8*) ~Veo(True(*Ve~True(L2,c)’ o) = Ve~True(L2,c))

The homophonic equivalence (2*) does not hold in every context,
No mere practical impossibility in fully deindexicalizing ‘true in no
context’ would explain (8*); the impossibility would have to be one
of deep logical principle. But then the real diagnosis would be what-
ever explained the impossibility of full deindexicalization, not the
mere fact of indexicality, for the latter is consistent with full dein-
dexicalization. If the problem with ‘in no context’ were indefinite
extensibility, Dummett’s alternative diagnosis would be vindicated.

§4

In spite of L2, shifts in the reference of semantic terms may be cru-
cial to the semantic paradoxes. For shifts in the reference of a term
constitute indexicality only when the term retains the same (conven-
tional linguistic) meaning throughout. ‘I’ is indexical because we
exploit the same meaning when you use it to refer to you and I use it
to refer to me. Mere ambiguity does not constitute indexicality, be-
cause the shift in reference follows a shift in meaning. In principle,
anambiguous expression like ‘bank’ can have several non-indexical
meanings. The paradox of L2 presupposes that ‘true’ does not shift
in meaning across contexts, for the justification of (2*) is that since

I1. On the non-standard account of proper names in Burge (1973), they do
have a concealed indexical element, But the argument in the text requires only
that we could use ‘L2’ as a genuine non-indexical constant to refer to L2, as we
surely can, whether or not we call such a constant a ‘proper name’ In any case,
contexts in which ‘L2’ refers to (e.g.) a penguin are irrelevant to the paradox.
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Ve~True(L2,c) is non-indexical, it expresses the same content in an
arbitrary context ¢, as in the present context; but non-indexicality
entails that the same content is expressed in different contexts only
with respect to a fixed meaning. This suggests a more radical diag-
nosis of the semantic paradoxes: perhaps ‘true’ shifts its meaning,
not just its reference.!?

Shifts of meaning occur anyway in the case of ‘Minimus’ above.
For since it is a name, shifts in its reference constitute shifts in its
meaning; in Kaplan’s terminology, names have constant non-
indexical characters. The point does not essentially depend on the
concept of a name. Let a constant be any term of constant character.
We could introduce ‘Minimus’ as a constant by the stipulation that
its character maps everything to the least natural number for which I
shall never have a constant. Why not accept shifts of meaning for
‘true’ too?

At first sight, the revised diagnosis is very implausible. If ‘true’
shifts its meaning in paradoxical derivations, where does the new
meaning come from, and how do we recognize it? [ understand your
use of ‘I’ to refer to you because I already know what ‘I’ means; I
know the general rule that when someone produces ‘I’ it refers to

12. In his (1996) and elsewhere, Charles Travis argues on quite different
grounds for ubiquitous context-dependence of a radical kind. According to
Travis, meaning and reference underdetermine what is said ((1996): 455); truth
depends on what is said. However, his account of what underdetermines what is
said seems to conflate use and mention. He assumes that someone who says ‘That
is round” of a ball, using the words with their usual meanings, describes the ball as
round, and argues that, given the way the ball is, whether it is true to describe it as
round depends on the context of utterance. This commits Travis to rejecting the
plausible principle that it is true to describe the ball as round if and only if it is
round. But once we accept that ‘round’ is context-dependent, we should reject
Travis’s assumption, just as we should reject the assumption that if you say “That
is mine’ of something, you describe it as mine. Quotation marks are needed.
‘Mine’, with its usual meaning, does not always refer to the property of being
mine; why should ‘round’, with its usual meaning, always refer to the property of
being round? With this correction, Travis’s argument can be reconstructed as
leading to the less radical conclusion that meaning alone ubiquitously underdeter-
mines what is said. However, he simply takes the sameness in meaning of the
words in his examples as obvious, and does not discuss the possibility of slight
meaning changes, as postulated below.
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them, so when you produce ‘I’ it refers to you (if you are using ‘I’
with its conventional English meaning). But if you used ‘I’ with a
different meaning from mine, how could I know what you meant by
it? Surely we can understand ‘true’ throughout the paradoxical deri-
vations without anything like the gestalt shift we experience when
we switch from one meaning of an ambiguous expression to another.

However, many shifts of meaning are far less stark than that be-
tween two unrelated meanings of an ambiguous word. Consider
shifts from literal to metaphorical meanings. Even if, like Davidson,
we deny that there is any such thing as metaphorical meaning, we
can still consider the relation between the ori ginal literal meaning of
a word such as ‘pedestrian’ [on foot] and its dead metaphorical
meaning [uninspired}, a new literal meaning.!” Competent speakers
of a language regularly understand metaphors on first hearing, with-
out any special instruction, on the basis of context and their under-
standing of the words in their original literal meanings. Context
guides them in modifying the original meaning. The context of fol-
lowing a paradoxical derivation might guide competent speakers to
a new meaning of ‘true’ Still, it does not feel that way; it feels as
though we are using ‘true’ in its strictest, most literal sense through-
out,

§5

Lay the question of semantic shifts temporarily aside, and consider
the meaning of ‘true’ in more detail. To simplify the formulation of
the paradoxes, treat ‘true’ as a predicate of sentences in contexts,
without prejudice to the nature of primary truth-bearers. One might
initially suppose that the homophonic disquotational T-schema is

13. Davidson (1978). Davidson criticizes attempts to use similes to state
metaphorical truth-conditions on the grounds that similes are trivially true, be-
cause ‘everything is like everything, and in endless ways’ ((1984): 254). On
Davidson’s view, the Nazi who says to the rabbi ‘You are like dirt’ says some-
thing trivially true. Davidson neglects the possibility that the reference of ‘like’ is
context-dependent. If some respects of similarity are irrelevant in some contexts,
a simile can be false or non-trivially true. Thus Davidson’s argument leaves at
least one candidate account of metaphorical truth-conditions standing.
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central to the meaning of ‘true’. However, as already noted, for sen-
tences with indexicals the homophonic schema holds only of truth in
the present context. Since we talk about truth in contexts other than
that in which we are talking, we need something more general. This
will do:

(T) Say(s,c,P) > (True(s,c) = P)

Informally: in a fixed context, a sentence, saying that P, is true if and
only if P. In instances of (T), names of sentences of any language re-
place ‘s’, names of contexts replace ‘c’ and declarative sentences of
the meta-language replace ‘P’. One could also read Say(s,c,P) as ‘In
¢, s expresses the proposition that P*. Given Say(‘P’,c,P), we can re-
cover the homophonic biconditional True(*P’,c)=P. Thus ‘I live in
Edinburgh’ as presently uttered by me is true if and only if I live in
Edinburgh, because ‘I live in Edinburgh’ as presently uttered by me
says that I live in Edinburgh. We cannot recover the unwanted
homophonic biconditional that ‘1 live in Edinburgh’ as uttered by
you is true if and only ifI live in Edinburgh, because ‘1 live in Edin-
burgh’ as uttered by you does not say that I live in Edinburgh,
We can treat falsity likewise:

(F) Say(s,c,P) o (False(s,c) = ~P)

For example, since ‘I live in Edinburgh’ as presently uttered by me
says that I live in Edinburgh, ‘I live in Edinburgh’ as presently ut-
tered by me is false if and only if 1 do not live in Edinburgh. (F) gives
a better account of falsity than does its equation with non-truth or
with having a true negation. The former equation wrongly implies
that a sentence is false in a context in which it fails to say anything at
all. The latter equation wrongly implies the impossibility ofa simple
language in which sentences can be false but negation cannot be ex-
pressed. An equation of falsity with having a true negation in an ex-
panded language would put the weight on what was meant by ‘neg-
ation’; if the negation of s is just a sentence true ifand only if s is not
true, this account is equivalent to the equation of falsity with non-
truth. An account of falsity should use negation without mentioning
it, as (F) does.
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Given classical logic, (T) and (F) together imply the principle of
bivalence in an appropriate form:

(B) Say(s,c,P) o (True(s,c) v False(s,c))

In a given context, a sentence that says something is either true or
false. We should like a modified converse:

(BC)~3P Say(s,c,P) o ~(True(s,c) v False(s,c))

In a given context, a sentence that says nothing is neither true nor
false. But (BC), unlike (B), quantifies over what is said. If such
quantification is objectual, the variable ‘P’ must be in name posi-
tion; but it is not, for it flanks = in (T). If the quantification is substi-
tutional, the sentences substituted for ‘P’ must be in the language to
which the substitutional quantifiers belong, our language, for the se-
mantics of the language gives universal substitutional quantification
the truth-conditions of an infinite conjunction of the substitution in-
stances, and the semantics can handle a conjunction only if it can
handle each conjunct. Thus, in ¢, s would count as saying nothing if
it says nothing sayable in our language; but surely a sentence of an
alien language could be true or false by saying something not say-
able in our language. For example, other languages have natural
kind terms for kinds for which English has no such term. Although
our language might be expanded to cover a given expressive defi-
ciency, that would not answer the objection, for the semantics of our
present language handles substitutional quantification only by han-
dling each substitution instance, so the instances must be in our pres-
ent language.

To say what we want to say by (BC), we need a kind of quantifica-
tion that is neither objectual nor substitutional. It must be into sen-
tence rather than name position, yet its truth-conditions must not be
tied to the sentences of our language. Our use of expressions such as
‘say nothing’ strongly suggests that we already understand such a
form of quantification, even though English forces it to share the vo-
cabulary of objectual quantification (‘nothing’). If we are permitted
such quantification, we can give (BC) its intended meaning. We can
also quantify (T) and (F) universally on ‘P’, in addition to the objec-
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tual variables ‘s” and ‘c’ We can then derive explicit definitions of
truth and falsity in familiar form:

(Toer) True(s,c) = HP(Say(s,é,P) A P)
(Fper)  False(s,c) = 3P(Say(s,c,P) A ~P).

The right-to-left direction of (Tp,) follows from the universally
quantified form of (T). (BC) entails True(s,c) > 3P Say(s,c,P),
whence the quantified form of (T) gives the lefi~to-right direction of
(Toes). (Fper) is derived similarly.

Non-substitutional quantification into sentence position (propo-
sitional quantification) has the further advantage of automatically
excluding instances of (T) and (F) in which the sentence substituted
for ‘P’ says nothing in the context of the theoretician’s utterance;
such instances would themselves say nothing. In the rule of univer-
sal instantiation, substituting a sentence that says nothing for ‘P’ is
no more legitimate than substituting an empty name for an objectual
variable. If we are not permitted propositional quantification, we
must leave (T) and (F) as schemata, and express the corresponding
restriction on their instances less directly, However, my main con-
clusions will not depend on the controversial legitimacy of proposi-
tional quantification; we can work with the unquantified schematic
forms of (T) and (F).

No contradictions arise in a system of classical logic with propo-
sitional quantification, quotation marks (quantification into which
is forbidden), the theorems (Ty,) and (F per), Universally quantified
forms of (T) and (F), and identities such as (1) and (1*). We can
prove consistency by constructing an unintended mode] of the sys-
tem in which formulas are treated as referring to truth-values, the
propositional quantifiers range over truth-values and all formulas of
the forms Say(s,c,P), True(s,c) and False(s,c) are treated as false,

If we add substitution instances of Say(‘P’,c,P) as axioms to the
system, semantic paradoxes arise. Of course, we do not want all such
formulas as axioms, independently of the semantic paradoxes, if the
language contains indexicals. But, by (T) and (8*), we also must
not add V¢, Say(‘Ve~True(L2,c)’,co,Ve~True(l.2,c)), even if
Ve~True(L2,¢) is non-indexical. Similarly, the Liar shows that we
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must not add Jc3s Say(s,c,~True(s,c)); no sentence can say in a con-
text that it is not true in that context. 3¢3s Say(s,c,False(s,c)) leads
equally directly to paradox, by (F); no sentence can say in a context
that it is false in that context. But one can consistently add substitu-
tion instances of Say(‘P’,¢,P) as axioms for large classes of non-
pathological formulas in place of ‘P’; to this end, one can adapt any
of several inductive techniques in the literature for capturing non-
pathologicality. The semantic paradoxes are transformed into sound
arguments for constraints on what can say what in what contexts.

§6

We still want to know why ‘L2 is true in no context’ does not say in
every context that L2 is true in no context. Indeed, given that the sen-
tence is non-indexical, we need to know why it does not say in any
context that L2 is true in no context. For it appears to say exactly
that.

Encountering a semantic paradox might prompt us to enlarge
what we mean by ‘say’ We start with one set of correlative mean-
ings for ‘say’, ‘true’ and ‘false’; we use them to construct a sentence
that says nothing in that sense of ‘say’; but reflection on that sen-
tence causes normal speakers to give ‘say’, ‘true’ and ‘false’ a new
set of correlative meanings, much like the previous ones except that
the sentence in question says something in the new sense of ‘say’;
the process can be repeated indefinitely. Normal speakers are not
aware of the change, just as they are not aware of many ordinary pro-
cesses of gradual semantic change. They feel themselves to be going
on in the same way, but they are not. They are not applying the old
rule to a new case; they are applying a very slightly different rule. As
L2 indicates, this is no mere change of context.

Disquotational principles can appear to fix unique conceptual
roles for ‘true’ and ‘false’, with no room for changes in meaning
small enough to be missed by normal speakers. But (T) and (F) (or
(Toes) and (Fp.r)) show that the conceptual roles of ‘true’ and ‘false’
are fixed only relative to ‘say’, It is much easier to understand how
‘say’ can undergo changes in meaning small enough to be missed by
normal speakers. But small changes in the meaning of ‘say’ induce
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small changes in the meaning of ‘true’ and ‘false’, for a sentence that
says something in one sense and not in another will be true or false in
a sense correlative with the former and not in a sense correlative
with the latter. What remains fixed is only the relation between ‘say’
and ‘true’ and ‘false’

Sentences will be treated as sequences of sounds or marks, which
have no intrinsic interpretation but receive different interpretations
in different languages; for these purposes, a change of meaning is
ipso facto a change of language. One could make the linguistic pa-
rameter explicit in (T}, (F), (Tper) and (Fpep). Although the contextual
parameter is still needed to handle indexicality, we can suppress i
for simplicity since we are no longer blaming the semantic para-
doxes on indexicality.

Does a Strengthened Liar confound this approach, justas L2 con-
founded Burge’s? We might let ‘L3’ name the sentence L3 is true in
no language’ To mimic the argument of §3, we would need to as-
sume that ‘L3 is true in no language’ says in an arbitrary language
that L3 is true in no language. But that assumption is false for many
languages, in which the constituent words of L3 have quite different
meanings. Context-dependence is intralinguistic; language-depend-
ence is interlinguistic. Context-dependence is a feature of individual
meanings; we can stipulate a non-indexical meaning for a term by
using it to name a given object. By contrast, nothing we do with a
given sequence of marks or sounds can ensure that it will not be used
to mean something utterly different in another community. We can
in principle eliminate mere indexicality on a given dimension by
quantifying along that dimension, but the sequence of marks or sounds
we make when we produce a quantified sentence is just as open as
any other to alternative interpretations in other languages.

We could try to limit the variation by considering only those lan-
guages that we shall actually use while considering the paradoxes in
what would ordinarily be called ‘English’; call them “versions’. Let
L4 name the sentence ‘L4 is true in no version® To mimic the argu-
ment of §3, we must assume that L4 says in an arbitrary version that
L4 is true in no version, We should not accept that assumption. Con-
sider first the counterfactual case in which there is only one version
(perhaps nobody encounters the paradox). Use the subscript ‘0’ to
assign words their meanings in that version. Then, by (T), the argu-
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ment shows that L4 does not say, that L.4 is truey in no version, Pre-
sumably, L4 does not say, anything. In a second case, encounter
with the paradox causes us to assign ‘say’ an enlarged meaning; use
the subscript ‘1’ to assign words their meanings in this new version.
Then L4 says, that L4 is true, in no version, but it neither 5aysy nor
says; that L4 is true, in no version. The argument iterates as further
versions arise. The role of the subscripts is to disambiguate ‘true’
and ‘say’, as we might disambiguate ‘bank’ by writing ‘bank,’ and
‘bank,’ The subscripts do not represent semantic complexity; ‘1’ is
no more an argument of ‘true’ in ‘true,’ than it is of ‘bank’ in
‘bank,;” Thus we cannot quantify on the subscripts; ‘This sentence is
true; for no /° is meaningless. We can understand the conjunction or
disjunction of ‘true,’, ..., ‘true,” if we already understand them indi-
vidually, but not otherwise. Whatever our present understanding,
encountering a paradox can cause us to reach a new understanding.
We cannot construct a Strengthened Liar for this approach because
Wwe cannot anticipate our future understanding in our present mean-

ing,

§7

Is the present approach a theory of levels? The possibie meanings of
‘true’ do not constitute a systematic hierarchy; ‘true’ could mean
anything in an alien language. Nor do its actual present and future
meanings constitute a systematic hierarchy; they are a matter of his-
torical accident, truncated within a finite time by the extinction of
the human species. Even the relation between one meanin gof ‘true’
and its successor is in part psychological; encountering a Liar sen-
tence causes us to develop the latter from the former. This is not to
deny that there are hierarchies of some possible meanings of ‘true’,
as described by various theories in the literature on the paradoxes.
Many different hierarchies exist, corresponding to different rela-
tions between possible meanings of ‘true’. Read this way, different
theories of levels are not rivals; they may be equally true by describ-
ing different hierarchies. Some of these hierarchies may even have
significant applications. In a given context, we can choose (o con-
form our use of ‘true’ and ‘false’ to one of these hierarchies. But re-
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flection on a given hierarchy of meanings enables us to grasp new
meanings outside that hierarchy, and thereby to recognize a new hi-
erarchy. No single hierarchy gives an adequate treatment of all the
paradoxes.

Even the term ‘meaning’ is presumably unstable, given its con-
nections with ‘say’, “true’ and ‘false’; the meaning of a sentence de-
termines what it says in a context. These instabilities preclude us
from stating in one go principles general enough to provide an ex-
haustive treatment of all semantic paradoxes. Further reflection al-
ways uncovers new paradoxes and new solutions. Our ability to con-
form our use of ‘true’ to different hierarchies in any case makes a
unitary solution unlikely. The Protean nature of the material leaves
us no alternative to a kind of intellectual opportunism. The present
approach offers no more than a loose strategy in handling the para-
doxes, ifit is right, there is no better to be had, contrary to reasonable
prior expectations. It does preserve some general formulas: classical
logic, (T), (F), (Tper), (Fper). For most purposes, they are what mat-
ter. But their application to particular paradoxes is not mechanical;
to some extent it must be determined ad koc. For we may not grasp
the relevant concepts until we confront the paradox.

We can call this approach a theory of levels in the minimal sense
that it is naturally formulated using an unlimited supply of sub-
scripts on ‘say’, ‘true’ and ‘false’ Methodologically, theories of
levels start at a disadvantage. They postulate massive complexity
notapparent in the data. Other things being equal, we should prefera
theory without levels. But levels have a habit of returning through
the back door when they are kicked out of the front. For example,
Kripke concedes that his theory of truth requires a meta-language
more expressive than the object-language: ‘The ghost of the Tarski
hierarchy is still with us’,'4 Similarly, Gupta and Belnap criticize
theories of levels for useless complexity, but later admit:

the concept [...] that is appropriate for describing the behavior of the
Ordinary Liar is not appropriate for the Strengthened Liar, To correctly
describe the behavior of the latter we need to appeal to a higher-level
notion [...]. This higher-level notion would itself manifest paradoxical
behavior in the presence of vicious reference. And we would account

14. Kripke (1975): 714.
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foritin the same way. The higher-level paradoxes would demand a still
higher-level notion for their description.!s

The repeated failure of attempts to do without levels suggests that
they are a genuine phenomenon, not a theoretical fiction. 6

In this paper there is no room to survey the wide variety of pur-
ported solutions to the paradoxes. Brave attempts to do without lev-
els continue to be made. We cannot be sure that none of them will
succeed at less than exorbitant cost. Nevertheless, we have exten-
sive grounds for pessimism. This paper is written on the hunch that
levels are inescapable.

What of the set-theoretic paradoxes? Godel’s second incomplete-
ness theorem notwithstanding, we have no serious reason to doubt
the consistency of several current theories of sets with a classical
background logic, including ZFC. However, their consistency does
not immediately entail the consistency of the intuitive conceptions
standardly used to motivate them, such as the iterative conception of
sets.!” For even if an intuitive conception o entails the truth of every
theorem of a consistent formal system £ on its intended interpreta-
tion, o might also entail the truth of every theorem of an inconsistent
extension I* of X on its intended interpretation, in which case o
would itself be inconsistent. That the consistency of ZFC implies the
consistency of the iterative conception of sets is far from obvious.

Isn’t the consistency and coherence of the iterative conception of
sets intuitively obvious? Someone may argue otherwise, on the
grounds that even the iterative concept of set is indefinitely extensi-
ble. In particular, it may be suggested, however large we suppose the
universe of sets to be, our ability to enlarge it by adding proper
classes shows that we have not really exhausted the full import of the
iterative conception, and therefore that that conception is incoherent
after all. This argument assumes that, on the iterative conception,
proper classes are really sets under another name, so that denying
them the name ‘set’ is an ad hoc verbal evasion, inconsistent with

15. Guptaand Belnap (1993): 256; the general criticism of theories of levels is
at 103-104.

16. Priest (1987) and (1995) criticizes other attempts to treat the paradoxes
consistently without a theory of levels.

17. The classic account is Boolos (1971).
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the underlying conception. The Burali-Forti paradox can be used
likewise against the concept of ordinal, which the iterative concep-
tion needs to index stages of iteration.

The present view has the resources to interpret the iterative con-
ception more charitably, while helping to accommodate the intui-
tions behind the argument against it. For given any reasonable as-
signment of meaning to the word ‘set’ we can assign it a more inclu-
sive meaning while feeling that we are going on in the same way, and
make correlative changes to the words of an iterative account of sets,
to preserve it too. The inconsistency is not in any one meaning we
assign the iterative account; it is in the attempt to combine all the dif-
ferent meanings that we could reasonably assign it into a single
super-meaning.

This is not to say that the present view is committed to the itera-
tive conception of sets, or to any other particular conception of them,
Rather, it provides similar defences of several different conceptions
of sets against the charge of incoherence. The choice between those
conceptions must be made on more specific grounds.

§8

The present approach postulates a phenomenon something like in-
definite extensibility, in the expressive power of languages. But
there are no indefinitely extensible concepts. Rather, a word such as
‘true’ stands for slightly different concepts (has slightly different
meanings) in successive languages. We no more grasp a single
super-concept that encapsulates all the concepts for which ‘true’
might come to stand than we can give a word a single super-meaning
that encapsulates all its possible metaphorical extensions. Since the
extensibility is not internal to the meanings, any objection to classi-
cal logic from indefinite extensibility lapses, and we can accept the
principle of bivalence: if a sentence says something, it is true or
false. Naturally, those words will shift in meaning when ‘say’, ‘true’
and ‘false’ do. We can freely formulate absolutely unrestricted gen-
eralizations about everything said, everything true or everything
false; but our words will soon receive new meanings.

Since ‘say’, ‘true’ and ‘false’ are subject to slight unnoticed shifts
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in meaning, we should expect them to be vague. For example, The
Liar will sometimes be a borderline case for truth, neither clearly
true nor clearly not true. Perhaps The Liar is clearly true; and clearly
not true;, yet it is unclear whether truth (in the current sense of the
term) is truth,, truth; or neither. However, 1 have argued eisewhere
that vagueness is an epistemic phenomenon quite consistent with
classical logic and the principle of bivalence.'® In a borderline case,
a vague concept applies or fails to apply, but those who grasp the
concept are in no position to know which, because they are not sensi-
tive to every small difference between the boundaries of concepts.
Thus vagueness ubiquitously involves just the kind of limit on our
powers of conceptual discrimination that explains our failure to no-
tice the slight shifis in meaning postulated by the present account of
the semantic and set-theoretic paradoxes.

When Dummett postulates an indefinitely extensible concept, he
faces a methodological challenge. The paradoxes suggest that the
appearance of a single concept may be an illusion. Although we use
a single word, we may be equivocating, We appear to have an intui-
tive principle whereby, if we have a ‘sufficiently definite grasp’ of
any one ‘determinate range’ of objects falling under the supposed
concept, ‘we can form, in terms of it, a conception of a more inclu-
sive such range’; but perhaps we merely have a tendency to replace
concepts by more inclusive concepts. How can Dummett allay this
suspicion? Certainly, it is not a case in which one word has several
unrelated meanings; nobody suggested that it was. The suspicion to
be allayed is that the meanings are closely related yet distinct, and
that the new meanings are grasped by a process similar to meta-
phorical extension. Ordinarily, we might answer a charge of equivo-
cation by showing that a single explicit rule could generate all the
uses in question of the term. In the present case, however, such rules
generate paradoxes. A concept governed by a paradoxical rule is in-
coherent. But, on Dummett’s view, we can reason soundly with in-
definitely extensible concepts, using intuitionistic logic. Such con-
cepts are therefore not genuinely incoherent, and so are not gov-
emed by genuinely paradoxical rules. The attempt to answer the
charge of equivocation by citing an explicit rule undermines itself,

18. Williamson (1994} (at 197 the semantic paradoxes are briefly discussed),
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Could indefinitely extensible concepts be characterized by non-
paradoxical rules? All previous attempts to formulate such rules
have failed, the suggestion is unpromising. Suppose, however, thata
non-paradoxical rule can be formulated. For Dummett’s purposes, it
must be non-paradoxical in intuitionistic logic. If it has a non-
paradoxical analogue in classical logic, Dummett’s argument for in-
definite extensibility lapses. But we are unlikely to find a non-
paradoxical rule in intuitionistic logic with no non-paradoxical ana-
logue in classical logic, for we can expect to use the formal corre-
spondences between intuitionistic logic and classical modal logic to
construct such an analogue. Specifically, there are recursively de-
fined syntactic transformations of every formula a of quantified in-
tuitionistic logic IQC into a formula o' of the quantified classical
modal logic QS4 such that I~ oc oif and only if - g54 @”.'? Moreover,
(—a)’ can be chosen as ~Oa', where ~ and — are classical and intui-
tionistic negation respectively, so - gss ~Oat” only if ¢ —a. Since
Fgss B D, b-gss ~0' only if t1gc —ot. Thus if o is the intuition-
istic principle governing the indefinitely extensible concept, the
corresponding classical principle ' is inconsistent in classical logic
only if a was already inconsistent in intuitionistic logic. Contraposi-
tively, if o is intuitionistically non-paradoxical, then o’ is classically
non-paradoxical.

The notion of an indefinitely extensible concept is an insuffi-
ciently radical response to the paradoxes. They involve a kind of in-
definite extensibility so far-reaching that it overflows any single
concept. The nature of a concept is to be graspable, and therefore
limited. In the paradoxes, we use a limit to grasp a concept that tran-
scends that limit, a concept with a new limit of its own. Indefinite ex-
tensibility is a way of generating new concepts, not something inter-
nal to a single concept. The limitless possibility of new concepts
never yields limitless concepts, It never yields concepts that violate
classical logic and the principle of bivalence.

19. Troelstra (1986) briefly summarizes the relevant results,
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